ON SQUARE-INCREASING ORDERED MONOIDS AND IDEMPOTENT
SEMIRINGS

ROSTISLAV HORCIK

ABSTRACT. Let V be the variety of square-increasing idempotent semirings. Its members
can be viewed as semilattice-ordered monoids satisfying 2 < z?. We show that the universal
theory of V is decidable. In order to prove this result, we investigate the class Q whose
members are ordered-monoid subreducts of members from V. In particular, we prove that
finitely generated members from Q are well-partial-ordered and residually finite.

1. INTRODUCTION

Semirings are algebraic structures generalizing the concept of a ring by allowing the additive
substructure to be only a commutative semigroup instead of an abelian group. They occur
in various branches of computer science and mathematics. Let us mention for instance the
theory of weighted automata and rational power series [1] or the role of idempotent semirings
in tropical geometry [15]. For the purpose of this paper, the term semiring refers to an
algebra A = (A, +,-,1) where (4,+) is a commutative semigroup, (A4,-,1) a monoid, and
multiplication distributes over addition on both sides. A semiring A is said to be idempotent
if the identity x = x + = holds in A. In that case, the additive substructure of A forms a
semilattice and one can define a partial order on A by setting a < b iff a = a + .

This paper deals with the variety V of idempotent semirings satisfying in addition the
identity z = x4+ 2. We call its members square-increasing because the identity z = x + 22 is
equivalent to 2 < x2. As the main result, we prove in Section 6 that the universal theory of
V is decidable by showing that a universal formula failing in V also fails in a finite member
of V. In order to achieve this, we investigate the structure of ordered monoids which are
embeddable in a member of V. Let us denote the class of such ordered monoids by O.
Members of Q clearly satisfy the inequality z < 2. Nevertheless, not every square-increasing
ordered monoid belongs to Q. The class Q can be axiomatized (as is shown in Section 6) by
the following universally quantified Horn formula:

(1) z<uzv & z <uyv = z < uxyv.

The shape of the above formula comes from the fact that in idempotent semirings the inequal-
ity z < 22 is equivalent to z+y < zy, which in turn by distributivity implies uvzv+uyv < uzyv.

Given a finite set ¥ and a X-generated ordered monoid M € @, one can introduce a
compatible quasi-order < on the free monoid ¥* by setting = < y iff h(z) < h(y), where
h: ¥* — M is the canonical quotient homomorphism. We prove in Section 5 that this quasi-
order satisfies the following conditional inequality

(2) c(y) Cclz) = = 2ayz,

where c(z) C 3 denotes the set of letters occurring in x (the so-called content of x). The
proof of decidability for the universal theory of V relies on the fact that finitely generated
1
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members of Q are well-partially-ordered and thus residually finite. To prove this, we present
a modification of Higman’s lemma (Section 3), which allows us to prove that every compatible
quasi-order = on the free monoid ¥* satisfying the conditional inequality (2) is well (Section 4).

2. ORDERED MONOIDS

Throughout the paper ¥ always denotes a finite set called the alphabet whose elements are
called letters. The set of all finite sequences (words) of elements from ¥ is denoted ¥*. The
symbol ¢ stands for the empty word. The set of nonempty words X* \ {¢} is denoted X*.
Given a word w € ¥*, a word u € ¥* is called prefix of w if w = uv for some v € ¥*. The set
of all letters occurring in w is denoted c(w).

A quasi-ordered set (qoset for short) Q = (Q, <) is a set endowed with a reflexive transitive
binary relation < on ). The relation =< is called a quasi-order. If < is antisymmetric then
we call it a partial order. Given any subset P C @, one can restrict < on P and define a
qoset P = (P, <). We slightly abuse notation here and denote the restriction of < on P by
the same symbol <. The qoset P is called a subgoset of Q. Let (Q1,=1), (Q2, =2) be qosets
and f: Q1 — Q2 a map. Then f is called monotone if x <; y implies f(z) <2 f(y) for all
z,y € Q1. Let Q = (@, <) be a qoset. A subset U C @ is said to be an upset if it is upward
closed, i.e., x € U and = < y implies y € U. The upset generated by a subset S C @ is
denoted 1S. We write 1z instead of t{x}.

Let A = (A, -, 1) be a monoid and < a quasi-order on A. We say that < is compatible if
r = y implies ux = wy and zu = yu for all z,y,u € A. An ordered monoid is a structure
A = (A, 1,<) such that (A, -, 1) is a monoid and < is a compatible partial order. Note that
any monoid can be viewed as an ordered monoid if we order it discretely. In particular, the
free monoid ¥* can be viewed as an ordered monoid (¥*,-,e,=). If A = (A,-,1,<) is an
ordered monoid then the order-theoretic dual A? = (A, -,1,>) is an ordered monoid as well.

Homomorphisms of ordered monoids are monotone monoid homomorphisms. Let A and
B be ordered monoids. A homomorphism h: A — B is said to be an embedding if for all
z,y € A we have x < y iff h(z) < h(y).

Let A be an ordered monoid. A subalgebra B of A is a submonoid ordered with the
restricted order from A. Given an indexed system of ordered monoids (A; |i € I), we can
form the direct product [];c; A; whose monoid reduct is just the direct product of monoids
and it is ordered component-wise, i.e., (a; | i € I) < (b; | i € I) if for all i € I we have a; < b;
in Az

A congruence of an ordered monoid A = (A,-,1,<) is a compatible quasi-order < on
A containing < (see [4, 14]). Given a compatible quasi-order =<, one can define a monoid
congruence ~ on A for z,y € A as follows:

z~y iff r=<yandy=<=x.

The equivalence class of z € A with respect to ~ is denoted [z]|.. We define the quotient
ordered monoid as A/< = (A/~,<), where A = (A,-,1) is the monoid reduct of A and
[z]~ < [y]~ iff x < y. In this case the canonical surjective homomorphism h: A — A/~
mapping z to [z]. is monotone.

Let X be an alphabet and wug, ..., un,vg,...,vy € X*. A quasi-inequality is a universally
quantified Horn formula of the following form:

(3) n<n&...&u,<v, = uy<uvy.
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The quasi-inequality (3) is said to hold in an ordered monoid A if for every homomorphism
h:¥* — A we have h(ug) < h(vg) whenever h(u;) < h(v;) for all ¢ = 1,...,n. It is known
that classes of ordered monoids axiomatized by quasi-inequalities are closed under forming
direct products, subalgebras and contains free algebras (see [4, 13]).

3. WELL-QUASI-ORDERS

In this section we recall several facts on well-quasi-orders. In [11] Higman gave several
definitions of a well-quasi-order and proved that they are all equivalent.

DEFINITION 3.1. Let = be a quasi-order on a set Q). Then the qoset (Q,=) is called a
well-quasi-order (abbreviation: wqo) if any of the following conditions holds:

(1) @ contains neither infinite strictly decreasing chains nor infinite antichains,

(2) for each infinite sequence (x; | i € N) of elements from Q, there exist i < j such that
g 2 Ty,

(3) each infinite sequence of elements from Q contains an infinite increasing subsequence,

(4) every upset of Q is finitely generated,

(5) every sequence of upsets of Q which is strictly increasing under inclusion is finite.

An antisymmetric well-quasi-order is called a well-partial-order.

We recall several constructions preserving wqos which will be useful in the sequel (for proofs
see e.g. [16, 6]).

LEMMA 3.2. Let (Q, <) be a wqo. Then the following hold:

(1) (Q,=') is a wqo for every extension < C <.

(2) Ewvery subgoset of (Q, <) is a wqo.

(3) If (Q', =) is a wqo then (Q x Q', =< x =') is a wqo as well.

(4) Let (Q', =) be a qoset and f: Q — Q' a monotone surjection. Then (Q',=<') is also
a wqo.

(5) Let (Q',=") be a wgo and X" a quasi-order on Q U Q' containing <U='.  Then
(QUQ, =" is a wqo.

The following result [11] known as Higman’s lemma shows that given a wqo (@, <), one
can extend = to Q* so that this extension remains a wqo. Given two natural numbers m,n
such that m < n, we define [m,n] = {m,m+1,...,n}.

DEFINITION 3.3. Let (Q,=) be a gqoset. We define a quasi-order <g on Q* as follows:
xT1...xp I Y1 .-y iff there is a strictly monotone map f: [1,k] — [1,1] such
that x; X yrqy for all i € [1,k].

LEMMA 3.4. If (Q, <) is a wqo then (Q*, =) is a wqo.

We will need a slight modification of the above result. Namely, we further restrict the map
f from Definition 3.3.

DEFINITION 3.5. Let (Q, =) be a quasi-order. We define a quasi-order C on Q™" as follows:
x1...xp Coyr ...y iff there is a strictly monotone map f: [1,k] — [1,1] such
that
e f(1)=1and f(k) =1,
o x; 2y for alli € [1,k].
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FIGURE 1. The definition of <t.

LEMMA 3.6. If (Q, <) is a wgo then (QT,C) is a wqo.

Proof. Tt is easy to see that C is reflexive and transitive. Further, observe that Q@ can be
viewed as a union of the set of 1-element sequences and the set of sequences having at least two
elements. The set of 1-element sequences can be identified with ). Moreover, the restriction
of C on @ is just <. The set of sequences having at least two elements can be identified with
Q X Q* x Q. The restriction of C on @ X Q* x Q) is = X =g x = which is wqo by Lemma 3.4
and Lemma 3.2(3). Consequently, the lemma follows by Lemma 3.2(5). O

Concerning well-quasi-orders, we will also need the Generalized Myhill-Nerode Theorem
due to Ehrenfeucht, Haussler and Rozenberg [7]. It characterizes regular languages as upsets
with respect to a compatible wqo.

THEOREM 3.7. Let L C 3* be a language. Then L is regular if and only if L forms an upset
with respect to some compatible well-quasi-order on X*.

4. MAIN COMBINATORIAL RESULT

In this section we are going to prove the main combinatorial result. It is a certain modi-
fication of Higman’s lemma together with its consequences. In particular, we will show that
every compatible quasi-order < on ¥* satisfying (2) is well.

We start with a definition how to extend a quasi-order on a set Q to Q' similarly as in
Definitions 3.3 and 3.5 reflecting the structure of (2).

DEFINITION 4.1. Let (Q,<) be a qoset. We define a quasi-order <* on QT by letting
21 ...k <Tyr...y iff there is a strictly monotone map f: [1,k + 1] — [1,1 + 1] such that

o f(1)=1and f(k+1)=1+1,
o x; <Yy and x; < Ypigpny—1 for alli € [1,k].

Then <* denotes the extension of <t on Q* defined by <* = <t U {(e,e)}.

The above definition is illustrated in Figure 1. As a particular example consider the set [0, 9]
ordered in the usual way. Then we have for instance 10354 <t 27041256154 (see Figure 2).

LEMMA 4.2. Let (Q,<) be a qoset. Then (QT,<™) and (Q*, <*) are qosets.

Proof. We have to show that < is reflexive and transitive. To see reflexivity, consider a
sequence 71 ...z € Q1. Observe that the identity map id: [1,k+ 1] — [1, k + 1] satisfies all
the conditions from Definition 4.1. Further assume that z1 ...z, <"y ...y and y1 ...y <T
21 ...2Zm. Then there are two strictly monotone maps f: [1,k+1] — [1,{+1]and g: [1,I+1] —
[1, m + 1] satisfying all the conditions of Definition 4.1. We check that their composition go f



ON SQUARE-INCREASING ORDERED MONOIDS AND IDEMPOTENT SEMIRINGS 5
4 1 2 5 7/5 4

1 0 3 ) 4

FIGURE 2. An example showing that 10354 <* 27041256154 in [0,9]" where

[0,9] is ordered in the usual way.

2

satisfies all the conditions as well. Clearly, g o f is strictly monotone, ¢g(f(1)) = 1 and
g(f(k+1)) =m+ 1. Further for every i € [1,k] we have z; < ys;) < 2g(f(;)) and

i SYF(i+1)—1 = Zg(f(i+1)—1+1)—1 = Zg(f(i+1))—1 -
Thus z ... 2, <* 21 ... 2y, and consequently (Q", <T) is a qoset. Finally, (Q*, <*) is obtained
by extending (Q", <*) with a single element which is related to itself and unrelated to all
other remaining elements in Q. Thus it follows that <* is also reflexive and transitive. [

LEMMA 4.3. If Q = (Q, <) is a wqo then QT = (Q™,<T) and (Q*, <*) are wqos.

Proof. Since wqos are closed under finite direct products by Lemma 3.2(3), Q x Q forms a wqo
as well. Thus also ((Q x Q)*,C) is a wqo by Lemma 3.6. Consider its subqoset P = (P, C)
containing sequences from (Q x Q)" of the following form for k¥ > 1 and ay, . ..,ax+1 € Q:

(ag,a1){ar,az2){ag,as) ... {ag_1,ar){ak, ag+1) -

Then P is also a wqo since wqos are closed under taking subqosets by Lemma 3.2(2). We will
show that there is a monotone surjection 1) from P onto Q™. Define

1/)((@0, a1><a1, a2><a2, a3> e <ak_1, ak)<ak, ak+1>) =aiay...ap_10f .
The map v is clearly onto. We check that v is monotone. Assume that p;...pg4+1,q1...q+1 €
P such that p;...pg+1 £ q1-..¢q+1. By definition of P there are ag,...,ar+1 € @ such that
pi = (a;—1,a;) for all i € [1, k+1]. Similarly, there are by, ..., b4+1 € @ such that ¢; = (b;—_1, b;)
for all i € [1,1 + 1]. By Definition 3.5 there is a strictly monotone f: [1,k + 1] — [1,1 + 1]
such that f(1) =1, f(k+1) =1+ 1 and p; < gy for all i € [1,k + 1]. More precisely, we
have for all i € [1, k + 1] the following inequality

(ai—1,a:i) = pi < qp() = (bpy—1,bp(a)) -
Thus a;—1 < bp;)—1 and a; < by for all i € [1,k + 1]. Further, substituting i + 1 for ¢ in
ai—1 < bpiy—1 we get a; < bypqy—y for all i € [0,k]. All together, f satisfies all conditions
from Definition 4.1. Namely, we have a; < bs(;y and a; < by(;1y—; for all i € [1,k]. Thus ¢
is monotone. Since wqos are closed under images of monotone surjections by Lemma 3.2(4),

Q™ is a wqo. It follows immediately from Lemma 3.2(5) that also (Q*, <*) is a wqo because
Q* = Q1T U{e} and <* = <t U {(g,¢)}. O

Now we will employ Lemma 4.3 in order to show that every compatible quasi-order < on
¥* satisfying (2) is well. There is a least compatible quasi-order <, on ¥* satisfying (2). It
can be described as the reflexive transitive closure of the relation R defined as follows:

w Rw' iff w=wuxv, w =wuryzrv and c(y) C c(z) for some u,v,x,y € 3*.

LEMMA 4.4. If w <, w' then c(w) = c(w').
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Proof. Recall that <, is the reflexive transitive closure of R. If w = w’ then obviously
c(w) = c(w'). Otherwise we have w = wy R wy... R wy = w' for some w; € ¥*. Since
w; R w;y1 implies c(w;) = c(w;+1), the claim follows by induction on k. O

LEMMA 4.5. If |X]| = 1 then <y is a wqo.

Proof. Let a € ¥. We have R = {(a",a™) | 1 < k < n} U{(e,e)}, which is already reflexive
and transitive. Thus <, equals just R and is clearly a wqo. O

Assume that [X| =n > 2. Then we can partition X* as follows:

n
= UEZ-, where ¥; = {w € £* | |c(w)| = i}.
i=0

Note that 3, are the words w such that c(w) = X. Further, we denote

n—1
Sen =Y\ Ep = (%
i=0
Let w € ¥*. Consider the longest prefix v of w such that v € X,,. If u # w then u € 3,1
is followed by a letter a € ¥ so that ua € ¥,. Moreover, the letter a is uniquely determined
by u and ¥. Namely, there is a map o: ¥, _1 — 3 defined uniquely by o(u) € £\ c(u). One
can show by induction that w € ¥* can be uniquely factored as

w=ujo(uy) ... upo(ug)z,

where u; € ¥,,_1, uio(u;) € ¥, and z € ¥,. Note that k = 0 iff c(w) # X. Hence the
word w can be viewed as a finite (possibly empty) sequence of words from X,,_; followed by
a word z € X, which does not contain all the letters from ¥. Namely, there is a bijection
v: (Zp-1)* x Xy — X given by

o(uy ... ug, 2) =uro(uy) ... upo(ug)z.

Now suppose that we have the least compatible quasi-order <, on ¥* satisfying (2). This
quasi-order also restricts to subqosets ¥,,_1 and X.,. Using Definition 4.1, we can define a
quasi-order <,* on (X,_1)*. Then the above bijection ¢ becomes monotone.

LEMMA 4.6. The map ¢: ((Xn—1)*, <¢*) X (Xcpn, <p) = (X%, <y) is monotone.

Proof. Let (uy ... ug,2),(vi...v,w) € (Ep-1)" X Xy such that uy...ux <,* v1...v; and
z <p w. We have to show that

uro(uy) ... ugo(ug)z <gpvio(vy)...vo(v)w.
Since <, is compatible, it suffices to prove that
uio(uy) ... ugo(ug) <gvio(vy)...vo(v).

Notice that uy ... up = € iff v1...v; = € because ¢ is related by <,* only to £. Thus the result
easily follows in this case. Now suppose that k,I > 0. By Definition 4.1 there is a strictly
monotone map f: [1,k+1] — [1,I41] such that f(1) =1, f(k+1) =[1+1 and for all i € [1, k]
we have u; <y vy and u; <p vpp1)—1- Thus c(u;) = c(vsuy) = c(vf(i41)—1) by Lemma 4.4
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and consequently we have o(u;) = o(vy;)) = 0(vfq1)—1). Recall that c(u;o(u;)) = . Thus
by (2) we have for every i € [1, k]:

(4)  wio(uwi) <¢ uio(Wi)vyay 110 (Vpy11) - - V41 —20 (Vg (1) —2)uio (ui)
<o vy 0 (Vr(i)) V()10 (V1) - - - Vg 1) —20 (Vp(ig1)—2)Vp i 1) -10 (Vp(ir1)—1) -

Note that vio(v1)...vo(v;) can be factored as wj ... wy, where for every i € [1, k] we have

w; = Uf(z‘)U(Uf(i)) ce Uf(i+1)—1U(Uf(i+1)—1) )
because f(1) =1 and f(k+ 1) =1+ 1. By (4) we have u;o(u;) < w; for all ¢ € [1,k]. Thus
the result follows since the quasi-order <, is compatible. O

LEMMA 4.7. Let ¥ be a finite set of cardinality n. Then (X*,<;) is a wqo.

Proof. By induction on n. If n = 1 then the result follows by Lemma 4.5. Assume that
n > 1. Given a proper subset I' C X, the restriction of <, on I'* still satisfies (2). Thus
by the induction hypothesis (I'*, <,) is a wqo for every proper subset I' C 3. Observe that
Yen = Upcx I'*. Since this union is finite, (X<, <) is a wqo by Lemma 3.2(5) and its
subqoset (X,_1, <¢) is a wqo by Lemma 3.2(2). By Lemma 4.3 ((%,_1)*, </*) is a wqo. Thus
also ((Xp—1)*, <¢*) x (Z<n,<y) is a wqo by Lemma 3.2(3). Consequently, the result follows
by Lemma 4.6 and Lemma 3.2(4). O

Since <y is the least quasi-order on ¥* satisfying (2) and wqos are closed under extensions
by Lemma 3.2(1), we obtain the following theorem.

THEOREM 4.8. Let X be a finite set and = a compatible quasi-order on ¥* satisfying x < xyx
for every x,y € ¥* such that c(y) C c(x). Then < is a well-quasi-order.

As a direct corollary of Theorem 4.8 we obtain the following regularity condition via the
Generalized Myhill-Nerode Theorem (Theorem 3.7).

COROLLARY 4.9. Let L C ¥* be a language closed under the following rule:
(5) uzv € L, c(y) Cc(x) = uxyav € L.
Then L is reqular.

Proof. 1t suffices to show that L forms an upset with respect to <, which is a wqo by
Lemma 4.7. Let w € L and w <, w'. Since <, is the reflexive transitive closure of the
relation R, we have w = wg R wy...wp_1 R wy = w'. As L satisfies (5), we have w; € L
implies w;+1 € L. Thus the result follows by induction on k. g

5. ALGEBRAS FREELY GENERATED OVER Q

Now we are going to use the main result of the previous section in order to prove that
finitely generated members of Q are well-partial-ordered. Obviously, it is sufficient to prove
it for members which are freely generated over Q by a finite set. We start with a description
of these members.

Let A be a set and P(A) the set of all subsets of A. A closure operator on P(A) is a map
v: P(A) — P(A) satisfying the following conditions for all X,Y € P(A):

° X Cv(X),
e Y(v(X)) = ~(X),
e X CY implies v(X) C ~(Y).
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Let ~ be a closure operator on P(A). To simplify our notation we write y{z} instead of y({z})
for z € A. A subset X C A is called 7-closed if X = v(X). The 7-closed sets are closed
under arbitrary intersections. Conversely, if C C P(A) is a closure system (i.e., a system of
subsets of A closed under arbitrary intersection), then there is a closure operator v on P(A)
whose 7-closed sets are precisely those in C. For details on closure operators see e.g. [5].

Let X be a finite alphabet. A subset L C ¥* is called a mingle set if it is closed under the
following rule where u, x,y,v € 3*:

(6) uxv,uyv € L = uxyv € L.

Mingle sets form a closure system because they are closed under arbitrary intersections. Let
v be the corresponding closure operator on P(¥X*). Thus given a subset S C ¥*, ~(S) is the
smallest set closed under (6) containing S. It can be also described as

(7) v(9) = U S, where Sp = S and Sp41 = Sy, U {uzyv € ¥* | uzv,uyv € Sp,}.
neN

We define the following quasi-order on »*:

r<yy it Ay} Co{z} it yer{z}.
It is easy to see that <, is a quasi-order.

Further, we will show that <, is compatible with the multiplication on the free monoid
>*. Recall the notion of left and right quotient of L C ¥* by u € ¥*:

u I 'L={weX* |uwel}, Lu'={weX*|wuecl}.

Note that mingle sets are closed under the quotient operations, i.e., if L C ¥* is a mingle set
then so are u~'L and Lu~! for every u € ¥*. Let u € ¥* and assume that w <, w', ie,
w' € y{w}. We have w € u~!y{uw}. Since mingle sets are closed under the quotients, we
have w' € y{w} C vy(u'y{uw}) = v y{uw}. Consequently, uw' € y{uw}, i.e., vw <, uw'.
Analogously, one can show that wu <, w'u.

The quasi-order <, satisfies the property (1). Indeed, if uzv, uyv € y{z} then uzyv € v{z}
by (6). Thus ¥*/<, belongs to Q. Moreover, ¥*/<, is in fact the free >-generated ordered
monoid in the quasi-variety Q as is shown in the following lemma.

LEMMA 5.1. Let A = (A,-,1,<) be a finitely generated ordered monoid satisfying (1) and
h: ¥* — A a surjective monoid homomorphism. Then for every w,w’ € £* we have w <, w’
implies h(w) < h(w').

Proof. Let w <, v, ie., w' € y{w}. By (7) we have vy{w} = e Sn- Thus v’ € S, for
some n € N. We will show h(w) < h(w') by induction on n. The base case for n = 0 is
trivial because Sp = {w} and h(w) < h(w). For the inductive step assume that the claim
holds for all elements in S,,—1. By (7) we have v’ = uxyv for some u,z,y,v € X* such that
uzv,uyv € Sp—1. Then by induction hypothesis we have h(w) < h(uzv) = h(u)h(x)h(v) and
similarly h(w) < h(u)h(y)h(v). Thus h(w) < h(u)h(z)h(y)h(v) = h(uzyv) = h(w'") follows
by (1). O

Thus if we show that <, on ¥* is a wqo then it follows that all finitely generated members
in Q are well-partial-ordered. In order to show that <, is a well-quasi-order, it suffices by
Theorem 4.8 to prove that <, satisfies (2). This is proved in the following lemma.

LEMMA 5.2. Let w € ¥* such that c(w) =T C X. Then w <, wzw for every z € I'*.
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Proof. If we show that w <, waw for all a € T, then we are clearly done since <, satisfies (1).
Let a« € I'. The word w can be factored as w = wjaws for some wy,wy € ¥X*. First,
applying (1) for u = wi, * = y = awp and v = ¢, we have w <, wiawsawy = waws.
Similarly, we obtain wawy <, waaws by (1). By transitivity we have

(8) w <, waaws .
Second, again using (1), we obtain
(9) w <, w? = wwiaw; .
Finally, applying (1) to (8) and (9), we obtain
w <, wawiaws = waw .
]

Since <, satisfies (2), it is a well-quasi-order by Theorem 4.8. Thus using Lemma 5.1, we
obtain the following theorem.

THEOREM 5.3. The class of ordered monoids Q defined by (1) is locally well-partial-ordered,
i.e., every finitely generated member is well-partial-ordered.

Moreover, the fact that <, is a wqo has the following consequence.
COROLLARY 5.4. Let L C X* be a language. If L is closed under (6) then it is reqular.

Proof. By Theorem 3.7 it is sufficient to prove that L forms an upset with respect to <.
Suppose that x € L and z <, y. Thus y € v{z}. Since L is closed under (6), we have
L = ~(L). Consequently, y € y{z} C (L) = L. O

Let A = (A,-,1 <) be an ordered monoid and L C A an upset with respect to <. We
define a binary relation <7 C A x A as follows:

x =3y iff VYu,ve€ A(urve L= uyv € L).

This relation is in fact a congruence of ordered monoids known as syntactic congruence of
L in A introduced in [17, 14] (although [17, 14] work with the dual quasi-order). Then ~,
denotes the corresponding monoid congruence, i.e., ~; = <7, N (=)~!. When A is a finitely
generated free ordered monoid (X*,- e, =) (hence L is just a language), we have that ~p, is
of finite index iff L is regular by well-known Myhill-Nerode Theorem.

Now we are going to apply our previous results in order to show that finitely generated
members of Q are residually finite.

THEOREM 5.5. Finitely generated ordered monoids in Q are residually finite. More precisely,
let A be a finitely generated member of Q and a,b € A such that a £b. Then there is a finite
ordered monoid A, € Q (not depending on b) and a homomorphism of ordered monoids
ha: A — A, such that he(a) € he(b).

Proof. Let A = (A, -, 1, <) be a finitely generated member in Q and a,b € A such that a £ b,
ie, b € 1{a}. Consider the upset L, = 1{a} and the corresponding syntactic congruence
=r,- Take for A, the quotient A /=y, . Then there is a canonical surjective homomorphism
ha: A — A/~p, mapping € A to its congruence class [z]., . Moreover, hq(a) £ ha(b)
since a A1, b (note that a € L, and b € L,). Next we show that the corresponding monoid
congruence ~, is of finite index. Since A is finitely generated, there is a surjective monoid
homomorphism g: ¥* — A for some finite ¥. By Lemma 5.1 we have that w <, v’ implies
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g(w) < g(w'). Consequently, g~![L,] = {w € % | g(w) € L,} forms an upset with respect to
<,. Since <, is well, g7 ![L,] is a regular language by Theorem 3.7. Consequently, ~g1[La] 18
of finite index. Since g is surjective, every element in A is of the form g(w) for some w € ¥*.
We have

g(w) =g, g(w') iff Vu,v € I*(g(uwv) € Ly, = g(uw'v) € L)
iff Vu,v € S (uwv € g Ly = ww'v € g L))
iff w jg_l[La] w/.

Thus g(w) ~r, g(w') iff w ~g-171,; w'. Consequently, ~r, has to be of finite index.

Finally, we show that A, belongs to Q. To see this, we have to prove that z <y, uzv and
z 21, uyv implies z <p uzryv. Assume that z <y, uzrv and z <y, uyv. Let v/,v" € A such
that u'zv" € L,. By our assumption we have v uzvv’, v'uyvv’ € L,. By definition of L, this
means a < v'urvv’ and a < v'uyvv’. Since A is in Q, we get a < v'uzyvv’ by (1). Thus
wuzyvv' € L, and consequently z <1, uxyv. O

6. APPLICATIONS TO IDEMPOTENT SEMIRINGS

In this section we are going to apply the previous results to the theory of idempotent
semirings. In particular we will prove that the universal theory of idempotent semirings
satisfying x = x + 22 is decidable.

An idempotent semiring is a structure A = (A, +,-, 1) where (A, +) is a semilattice (i.e., a
commutative semigroup satisfying the identity x = x + x), (A, -, 1) is a monoid and multipli-
cation distributes over addition on both sides (i.e., the identity u(z + y)v = uzv + uyv holds
in A). Given an idempotent semiring A, one can define a compatible partial order on A as
follows for all a,b € A:

(10) a<b iff a=a+b.

Then + becomes the meet operation with respect to this partial order. One can also define
the dual partial order by viewing + as join. However, in this paper we always treat + as
meet.

Let V be the variety of idempotent semirings satisfying = = = + 22, i.e., < 22 holds in
V. Note that # < 22 is in fact equivalent to 2 + y < xy in idempotent semirings. Indeed, the
latter inequality implies = x 4+ x < 22. Conversely, we have = +y < (z 4+ y)? < 2.

We are going to show that the ordered submonoids of members from V are precisely the
ordered monoids from Q. The easy inclusion is the content of the following lemma.

LEMMA 6.1. The quasi-inequality (1) holds in every member of V.
Proof. Assume that z < uxy,uyv. Then
z <wuav +uyv = u(z + y)v < ulz + y)?v < uzyv.
O

Conversely, we will show that every member M € Q is embeddable into a member from
V. We will prove even a stronger result showing that the embedding preserves existing sums
in M. An element ¢ € M denoted a + b is a sum of a € M and b € M if for all u,v € M
the element ucv is the meet of uav and ubv. This is needed in the proof of our main result
(Theorem 6.7). For this purpose we will use so-called nuclear completions (see [12, 10, 9]).
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Let M be a monoid. Then it is well known that P(M) = (P(M),U, -, {1}) forms an
idempotent semiring if we define the multiplication for X,Y C M as follows:

X Y={ayeM|zeX, yeY}.
Note that the induced partial order in P(M) by (10) is the order-theoretic dual of the partial
order given by the usual set-theoretic inclusion C.

We will need certain homomorphic images of P(M) which are induced by a special closure
operator on P(M). Given a closure operator v on P (M), one can define an algebra on the set
P(M) = ~[P(M)] of y-closed subsets of M. Namely, define P(M), = (P(M), Uy, -, 7{1}),
where

XU, Y =~(XUY),

XY =q(X-Y).
Consider the map from P(M) onto P(M), given by X — ~(X). This map is always a
semilattice homomorphism, i.e., (X UY) = ~(X) Uy, y(Y), but it need not be in general
a semiring homomorphism. Nevertheless, if it is then the algebra P(M), is an idempotent

semiring. Such closure operators are called nuclei and one can characterize them by means
of quotients. Given u € M and L C M, the quotient operations are defined as follows:

w'L={zeM|ureLl} and Lu'={zeM|urecl}.
The above definition can be extended to quotients by subsets. For U C M we define
U'L=(Ju'L and LU= () Lu".
uelU uelU
Note that we have U -V C Lif VCU'Lif U C LV~L

LEMMA 6.2. The map X — ~(X) is a semiring homomorphism iff v-closed sets are closed
under the quotients, i.e., for allu € M and L € P(M), we have u™'L, Lu~! € P(M),.

Proof. (=) Assume that v is a semiring homomorphism. In particular, we have v(X -Y) =
YX) 4 y(Y) = y(y(X) -y(Y)). Let L € M and uw € M. Using the fact that v is a
homomorphism, we obtain

fud (™ L) So(r{u} (L) = (fu} - w™lL) € 4(I) = L.

Thus y(u™'L) C u=!L. Thus u™L is y-closed. One can prove Lu~! € P(M), analogously.

(<) Since ~ is monotone, we have y(X -Y) C v(y(X) - y(Y)). Conversely, we have
X Y CH(X Y). Thus Y € X 1y(X -Y). Since v-closed sets are closed under quotients,
we obtain

AY) C (XX V) = Xly(X V).

Similarly, we get v(X) C (X - Y)y(Y)~L. Thus y(X) - v(Y) C v(X - Y). Consequently,
T (X) - (Y)) = (X -Y). O

Now we are ready to prove that every ordered monoid from O can be embedded into an
idempotent semiring from V in such a way that the embedding preserves existing sums. Let
A = (A,-,1,<) beamember of Q. Consider the idempotent semiring P(A) = (P(A4),U, -, {1}).
Next we are looking for a suitable closure operator (nucleus) v such that P(A), € V into
which A would be embeddable. A natural candidate for the corresponding closure system
would be the set of all upward closed subsets of A closed under the rule

(11) uxv,uyv € L = uzxyv € L.
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It is easy to check that this system is closed under arbitrary intersection and also quotient.
Thus P(A), is an idempotent semiring by Lemma 6.2. Moreover, one can show that P(A), €
V and A embeds into it via  — y{z}. Nevertheless, this construction need not preserve
existing sums. For that we need our ~y-closed sets to be closed under existing sums.

In order to overcome this problem, we define a smaller closure system. Let C be the least
closure system containing all principal upsets Tz for x € A and closed under quotients. More
precisely, the system can be constructed as follows. First, we close the set of all principal
upsets by quotients obtaining the system B = {u~!(12)v™! | u,v,2 € A}. Next we close B
under arbitrary intersections obtaining the closure system C. The closure system C is closed
under quotients because for an indexed set {B; € B | i € I} we have u='(, B; = (), u"'B;
and analogously for the right quotient. Let v be the corresponding closure operator which is
a semiring homomorphism by Lemma 6.2. Consequently, P(A), is an idempotent semiring.

It remains to check that P(A), € V and a — ~{a} is an embedding preserving existing
sums. For the first, observe that the elements u~!(1z)v~! are subsemigroups of A, i.e.,

w2 uT () Cu ()t

Indeed, if z < uzv,uyv then z < uxyv because A satisfies (1). Since every ~-closed set
is an intersection of elements from B, we have X - X C X for every X € P(A), because
subsemigroups are closed under arbitrary intersections. Consequently, X -, X = v(X - X) C
7(X) = X. Thus P(A), satisfies the identity z = z + 2.

For the second, it suffices to prove that A can be embedded into P(A), via the map f
given by a — y{a} and this map preserves existing sums. Note that f(a) = Ta. The map f is
clearly an order-embedding because a < b iff f(a) = Ta 2 1b = f(b). Next we check that f is
a monoid homomorphism, i.e., we have to show f(ab) = f(a)-, f(b). Since v: P(A) = P(A),
is a semiring homomorphism, we have

flab) = v{ab} =~({a} - {b}) = r{a} - 1{b} = f(a) -, f(b).
Finally, we check that f preserves existing sums. Let a,b € A such that a + b exists in A.
Since f(a + b) is y-closed and f is monotone, we easily have

fla+b) ="1(a+b) =~(T(a+b) 2 y(TaUtd) = fa) Uy f(b).

For the converse, we will prove that v-closed sets are closed under existing sums. Let a,b €
u~t(t2)v™! € B. Thus we have z < uav, ubv. Suppose that a + b exists in A. Since u(a + b)v
is the meet of uav and ubv, we have z < u(a + b)v, i.e., a +b € u=(t2)v~!. Hence all
v-closed sets from B are closed under existing sums. Consequently, every 7-closed set is
closed under existing sums because 7y-closed sets are just intersections of sets from B. It
follows that a +b € f(a) U, f(b) because a,b € y(y{a} U~v{b}) = f(a) U, f(b). Consequently,
fla+0b) =~{a+b} C f(a) Uy f(b). All together we have proved the following claim.

LEMMA 6.3. Every member of Q is embeddable (as an ordered monoid) into a member of V
and the embedding preserves existing sums.

Combining Lemma 6.1 and 6.3 we obtained the following theorem.

THEOREM 6.4. Let V be the variety of idempotent semirings satisfying v = = + x. The
class of ordered monoids in Q is the class of ordered submonoids of members from V.

Now we are ready to prove the decidability of the universal theory of V. The method
we are going to use relies on the notion of finite embeddability property introduced in [8]
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and studied in [2, 3]. The finite embeddability property is crucial for decidability because it
implies existence of finite counter-models for non-valid universal sentences.

We are going to recall the definition of the finite embeddability property together with a
couple of auxiliary definitions. Let A = (A, (fA |i € K)) be an algebra and B C A. Then
B = (B,{(fB|ie€ K)) is a partial subalgebra of A where for every n-ary operation f;, i € K,
we define

f,B(al,...,an): fZ (al’ ) & ) 1 fz (a'h , 4 ) € b,
undefined otherwise.

Given an algebra C of the same type as A and a one-to-one map ¢g: B — C, we call g an
embedding of B into C if for every n-ary operation f;, i € K, and aq,...,a, € B we have

g(sz(Cbl, .- "an)) = fz'c(g(al)7 ce ’g(an))v

whenever fl-B(al,...,an) is defined. Finally, we say that a partial subalgebra B of A is
embeddable into C if there is an embedding g: B — C.

DEFINITION 6.5. Let K be a class of algebras of the same type. Then K is said to have
the finite embeddability property (FEP) if every finite partial subalgebra B of any member
A € K is embeddable into a finite member C € K.

Let IC be a class of algebras of the same type having the FEP. If ¢ is a universal sentence
in the language of K which fails in /C, then it has to fail in a finite member of X by the FEP.
This is the crucial observation in the proof of the following claim proved in [3, Section 1].

PROPOSITION 6.6. Let IC be a finitely aziomatized class of algebras of the same finite type
(i.e., it contains only finitely many finitary operations). If IC has the FEP then the universal
theory of K is decidable.

THEOREM 6.7. The variety V of idempotent semirings defined by x = x + % has the finite
embeddability property.

Proof. Let A € V and B C A a finite subset. Thus B forms a finite partial subalgebra of A.
We have to embed it into a finite member of V.

Consider the ordered submonoid M of A generated by B. We have M € Q by Lemma 6.1.
Since M is finitely generated, it is well-partial-ordered by Theorem 5.3. Note that if z4+y € B
then uzv 4+ uyv = u(z + y)v exists in M for all u,v € M.

By Theorem 5.5 we have for every pair a,b € B such that a £ b a finite ordered monoid
M, € Q (not depending on b) and a homomorphism of ordered monoids h,: M — M, such
that hg(a) £ ha(b). Recall that M, = M/=y, and hy(x) = [v]~,, where L, = 1{a}.

Consider the direct product HaG g M, which belongs to Q since Q is closed under direct
products. We define a homomorphism of ordered monoids h: M — [],c.5Ma by h(z) =
(ha(z) | @ € B). Then the restriction of h on B is an order-embedding by the choice of hg’s.
Let C be the subalgebra of [ ], 3 M, induced by the image of h, i.e., C = h[M]. Then C € Q
as @ is closed under forming subalgebras and C' is finite since B and all M,’s are finite.

LEMMA 6.8. The map h: M — C preserves existing sums.

Proof. Suppose that x + y is an existing sum in M, i.e., u(x + y)v is the meet of uzv and
uyv for all u,v € M. We have to show that h(x + y) is a sum of h(z) and h(y) in C. Since
h is surjective, every element of C' is of the form h(z) for z € M. Let u,v € M. Clearly,
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h(u)h(z+y)h(v) = h(u(z+y)v) < h(uzv) = h(u)h(z)h(v) because h is monotone. Similarly,
B()h(z + y)h(v) < h(u)h(y)h(v).

Conversely we have to show that h(z) < h(uzv),h(uyv) implies h(z) < h(u(z + y)v).
Assume that h(z) < h(uzv), h(uyv). Thus for all @ € B we have z <1, uzv, uyv, i.e., a < u'z0’
implies a < vwuxvv', vw'uyvv’ for all v/;v" € M. This in turn implies that a < v/'u(x + y)vv’
since x+y is a sum. Thus z <1, u(x+y)v for all @ € B which implies h(z) < h(u(z+y)v). O

Now the ordered monoid C can be embedded into its completion P(C), € V via f(c) =
v{c} as in the proof of Lemma 6.3. Moreover, P(C), is finite because C is finite. Thus
foh: M — P(C), is a homomorphism of ordered monoids whose restriction to B is one-to-
one. Moreover f oh preserves existing sums by Lemma 6.3 and Lemma 6.8. Thus f o h is an
embedding of the finite partial subalgebra B of A into the finite algebra P(C), € V. O

COROLLARY 6.9. The universal theory of idempotent semirings satisfying x = = + x° is
decidable.
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